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Abstract

Artificial intelligence (AI) is being widely used, with trial systems already in use in the medical field, where there are high expectations for its potential for use in the future. Studies have shown that AI diagnosis is almost as accurate as that of human experts. However, problems with the use of AI in clinical medicine must be identified and carefully examined to ensure that it can be used safely. Herein, I illustrate various concerns related to the use of AI and show how it can be put to practical use in clinical medicine. The concerns about the use of AI include the following: differences in expectations for AI, failure to correctly diagnose disease because of a lack of data available for learning, and over dependence by physicians using it to make a diagnosis. AI can also be useful to hospital staff other than physicians. We should not leave the business of medicine and healthcare to AI systems, but use it to assist with decision-making and to raise labor efficiency and effectiveness.

Introduction

Systems using Artificial Intelligence (AI system) are being widely used with various degrees of success. Some trial systems for clinical use are already in place [1-4], and studies have shown that AI diagnosis is almost as accurate as that of human experts [5]. The practical use of AI systems in the medical field is growing, and can be expected to grow even more rapidly in the future. However, certain problems have been identified in the use of AI for clinical medicine, and others will surely be found in the future. Here, I illustrate some of the problems and how AI systems can be put to practical use in clinical medicine.

Expectations for AI from Various Perspectives

One of the main problems about the use of AI in clinical medicine is a difference of expectations, with developers, physicians, and patients addressing the issue from different viewpoints. The following are often stated by people with a layman's perspective, and seeing AI in this simplistic manner can be problematic in itself.

1. AI may be superior to humans.
2. The system always outputs the same result when the same data is input.
3. AI never makes mistakes.

A human physician makes a diagnosis using his/her range of knowledge at any given time. Compared with AI, which has access to a wider range of information, doctors making a diagnosis can only do and analyze the results of examinations that follow their training in their often quite narrow specialty. This can result in a mistaken diagnosis that could have been correctly made with a broader range of information. It is human get tired, become absent-minded, and to sometimes make mistakes and it is difficult for humans to use the full range of their knowledge at all times.

In contrast, AI can quickly and accurately judge all the possibilities at all times, using all of their learned knowledge, without getting tired. Because disease classifications and guidelines have multiplied in recent years, accurate diagnosis has become increasingly difficult. After a diagnosis is made, a wide range of treatment options are available, AI has the advantage of having access to the latest information on the full range of possible diagnoses and treatments, which makes it an important, if not indispensable, tool for assisting doctors with their diagnosis and choice of treatment regimen. However, the rapid, complex changes mean that the AI system must be constantly updated, which if not done in a timely and careful manner can be problematic.
possible, but realizing such a system will involve a number of very difficult problems, especially concerning data acquisition.

The field of medicine is evolving at an incredible pace, accompanied by rapidly changing diagnostic and treatment techniques. New treatment approaches can be seen being used alongside older treatment modalities for the same disease. Even with a new AI system, it is important that it be flexible and continuously updated to meet these evolving needs.

**Dependency on AI**

There is widespread thinking that "AI makes a physician's burden lighter", which is essentially correct; however, too much dependency on AI raises the potential for conflict with the concept of physician autonomy. Over dependency could negatively impact the ability of physicians to effectively care for their patients. It is the physician who must take the responsibility for a patient’s treatment, and often life and death decisions must be made. The Ministry of Health, Labour and Welfare of Japan has stated clearly “AI can only be used to support a physician. It does not have the right to make decisions” [6]. A relationship between a physician and AI must be maintained in which the physician makes the final decision, without total dependence on the AI output, but using it only for support.

**By whom can AI be Effectively Used?**

**AI use by staff other than physicians**

I have discussed the problems physicians confront with AI. Except for small clinics, co-medical and other staff are also important to the functioning of hospitals. In Japan, there are over 20 kinds of state qualification for people working in the medical profession. Sections that are not strictly medical manage the hospital building, facilities, equipment, medical devices, computer and network systems, and do office work.

For staff such as nurses and pharmacists, it is easy to see how AI could be used to support them. When outputs and inputs are integrated in a system, AI is easy to use. Q&A systems are good examples of a suitable use for AI. In addition, judgments based on work that has clear operating procedures are also easily realizable by AI. However, when an AI system is built to include the work of two or more kinds of staff, the system will become so large that it increases the difficulty of maintenance and can slow the system to such a degree that it is not effective. Because of the wide differences in the work of the various staff sections, I think that the content a single AI should be expected to learn needs to be limited to a single category or operation for each kind of staff.

Reducing the load of the staff leads to a reduction of the physicians’ workload. This load reduction should not be used only to reduce working hours, but should be used to increase face time with patients.

**Possible AI uses for patients**

What are the possible uses, other than Q&A systems, of AI for patients? An example is one that can predict a patient’s disease course using AI with deep learning. The duration of hospitalization has been getting shorter in large Japanese hospitals and patients may access multiple hospitals and clinics. This makes it difficult for any one hospital to follow patients and their needs in terms of the course of treatment or recovery. For long-term hospitalized patients who are discharged to their homes or to health care facilities, such as for the elderly, the long-term course of the patient may also be difficult to follow. By integrating hospital and clinic systems, patient data from multiple sources can be used as learning data for AI. The planning of this type of AI system requires extensive collaboration to insure that all relevant data is acquired. However, an integrated system would be of great benefit by making it possible to better follow and predict changes in the long-term course of treatment and follow-up and to reduce and prevent personal and medical accidents. The aging of the population has progressed rapidly in Japan, and most countries are following a similar course. Realizing AI technology that can be used to ameliorate the medical problems that face an aging population will be of great benefit.

**Conclusion**

In this paper, while illustrating problems related to AI use in clinical medicine, I have shown practical ways for its use from various perspectives. We should not leave the decisions of medicine and healthcare solely to AI systems, but should use them to raise medical and labor efficiency and effectiveness. To best utilize the potential of AI for medical practice, it will be important to be selective about how it is used and to be careful about the selection of data for AI learning.
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