
Object Shape Classification Using Spatial Information in Myoelectric 
Prosthetic Control

Publication History:

Received: January 31, 2018
Accepted: March 14, 2018
Published: March 16, 2018

Keywords:

Object classification, Spatial 
information, Myoelectric prosthesis 
control, Shape feature

Research Article Open Access

Introduction

Powered prosthetic hands can be intuitively controlled using surface 
electromyography (sEMG) signals, which may be measured at skin 
surface. This control strategy is called as myoelectric prosthetic control 
[1-3]. One of the two major methodologies for myoelectric control 
uses motion classification of sEMG signals and drives the prosthetic 
hand with classified motions [4]. The state of the art technology offers 
dexterous and multi-fingered prosthetic hands that are extremely 
advanced from a mechanical point of view and these hand devices can 
perform many different movements [5]. A variety of sEMG features 
and optimized pattern recognition techniques have been developed 
and extensive investigations have been conducted in order to improve 
accuracy of motion classification and to achieve reliable and robust 
control performance [6]. However, the classification capability is 
still limited to around ten motions, so that these multi-DoF and 
complicated hand devices are difficult for operations with enough 
dexterity and robustness and there is no commodity system yet that 
may perform effective and effortless multi-functional prosthetic 
control in applications of daily activities [7].

In order to make full use of the dexterity and high DoF in hand 
prostheses, alternative sources of information have been incorporated 
into myoelectric control system. For example, multimodal approaches 
based on fusion of biomechanical sensors signals (e.g., accelerometers 
and gyroscopes) with sEMG have been investigated to enhance 
stability, robustness, and accuracy of motion classification [8-10]. 
Biomechanical sensors can be embedded in prosthetic devices or 
attached on user’s limb. These sensors provide information, such 
as postures and positions of user’s limb, and integrating these user-
related cues significantly improves motion classification accuracy. 
Fukuda et al. proposed a concept of Internet of Things (IoT)-based 
myoelectric control system that gathers information of a wide range 
of sensor data from sensor devices equipped in prosthetic hand, 
target objects, and even the operation environment [11]. Similarly, 
an RFID-based prosthetic controller has been developed that can 
change prosthetic hand’s grips automatically when approaching 
it to an object embedded with an RFID tag [12]. There are a lot of
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information sources available for prosthetic manipulation and such a 
rich information body would support prosthetic hands in achieving 
autonomous myoelectric control.

It is the inevitable trend to employ image sensors in prosthetic 
control system, since visual perception plays an important role for 
human being during object manipulation. More a control system 
is aware of the targets, more possible it is to plan a better grasping 
strategy and to achieve more reasonable and steady manipulating 
motions. Recently, several methods have been proposed to extract or 
recognize features of targets objects with image sensing techniques 
[13-18]. For example, Dosen et al. [13] built a cognitive vision system 
for control of dexterous prosthetic hands. The system uses image 
data obtained from a web camera and a distance sensor to estimate 
dimension features of a target object. The dimension features are used 
to determine the grasp type and size.

On the other hand, the progress in deep learning was amazing in the 
last few years and deep learning applications had led great revolution 
in the field of computer vision. Deep convolutional neural network 
(DCNN) is one of the cruces of deep learning methods for computer 
vision, which makes computers easier to understand images [19]. 
The authors’ group proposed a myoelectric prosthetic control system 
equipped with a camera device and target object was recognized with 
image information from the camera [15]. A DCNN-based object 
classifier is used to recognize 22 categories of objects that are commonly 
used in daily life and a proper motion plan and corresponding 
control commands are selected according to the object category 
[16]. In the research studies of DeGol et al. [17] and Ghazaei et al.

International Journal of
Computer & Software Engineering

Ryusei Shima1, Yunan He1*, Osamu Fukuda1, Nan Bu2, Hiroshi Okumura1 and Nobuhiko Yamaguchi1

1Department of Information Science, Saga University, Saga, Japan 
2Department of Control and Information Systems Engineering, NIT, Kumamoto College, Kumamoto, Japan

Int J Comput Softw Eng                                                                                                                                                                                           IJCSE, an open access journal                                                                                                                                          
ISSN: 2456-4451                                                                                                                                                                                                        Volume 3. 2018. 130                               

                                       Shima et al. Int J Comput Softw Eng 2018, 3: 130
                                       https://doi.org/10.15344/2456-4451/2018/130

Abstract

This paper proposes a novel prosthetic hand control method that incorporates spatial information of 
target objects obtained with a RGB-D sensor into a myoelectric control procedure. The RGB-D sensor 
provides not only two-dimensional (2D) color information but also depth information as spatial cues 
on target objects, and these pieces of information are used to classify objects in terms of shape features. 
The shape features are then used to determine an appropriate grasp strategy/motion for control of a 
prosthetic hand. This paper uses a two-channel image format for classification, which contains grayscale 
and depth information of objects, and the image data is classified with a deep convolutional neural 
network (DCNN). Compared with previous studies based only on 2D color images, it is expected that 
the spatial information would improve classification accuracy, and consequently better grasping decision 
and prosthetic control can be achieved. In this study, a dataset of image pairs, consisting of grayscale 
images and their corresponding depth images, has been created to validate the proposed method. This 
database includes images of simple three-dimensional (3D) solid objects from six categories, namely, 
triangular prism, triangular pyramid, quadrangular prism, rectangular pyramid, cone, and cylinder. 
Image classification experiments were conducted with this database. The experimental results indicate 
that spatial information possesses high potential in classifying shape features of objects.
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[18], image data of objects are directly mapped into grasp patterns 
using DCNN and these grasp patterns may rule the following 
prosthetic control.

However, detailed information (e.g., colors, textures, and 
boundaries) contained in object images is redundant for classifying 
simple grasp patterns and it is obvious that shape and dimension 
features of an object carry out more important duty in determining 
an appropriate grasp type. Spatial information can be estimated with 
image data obtained with RGB-D sensors. RGB-D sensor provides 
high resolution depth image and the corresponding RGB image. With 
the depth (distance) information, computer vision techniques based 
on traditional two dimensional (2D) images can be extended to their 
three dimensional (3D) version. Generally, reconstruction of 3D 
models from 2D image and depth image requires strict matching of 
points and time-consuming computation. Detailed and rich/redundant 
information of a 3D object model is also not an indispensable issue 
for object classification. If part of the 3D features related to the target 
object is sufficient for classification, the 3D reconstruction procedure 
can even be omitted from the data processing. Following this idea, 
some research studies have applied RGB-D sensor data to DCNN 
classifiers for object classification. RGB-D data possess four channels 
of raw images that are not directly applicable to the input of DCNN. A 
two-stream CNN architecture has been developed to deal with RGB-D 
images, where RGB image and depth image are handled separately 
with two DCNNs and the two streams are fused at the final layers for 
classification [20]. A similar multimodal method was developed with 
three stream DCNN structure [21]. In addition, a sophisticated 3D 
CNN architecture was utilized with a smart voxel representation that 
is converted from RGB-D images [22].

Alternatively, it would be more straightforward to achieve grasp 
pattern decision based on spatial information, such as shape features 
and placement directions, than categories of the objects since different 
objects with same shape features may share similar grasp patterns. The 
present paper attempts to develop a novel myoelectric control method 
using shape features of target object without exact and clear category 
information as well as a rigorous 3D model of the object. The object 
classification applies 2D and depth images directly to a DCNN and 
effective 3D features are extracted with the DCNN for classification of 
object shapes. By converting RGB true-color information to grayscale 
intensity image, the DCNN only has two input image channels, one 
grayscale and one depth, so that the network architecture is one-
stream and this contribution may bring better optimization of the 
DCNN parameters with lower computational burden. This end-to-
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end mapping provides shape cues for motion control in a myoelectric 
prosthetic control system, which accepts sEMG signals, depth and 2D 
RGB images as input and returns with corresponding grasp patterns 
as well as the control signals for prosthetic hands. Compared with 
the prosthetic control system with only RGB sensors, the proposed 
system focuses on the potential of spatial information in shape feature 
classification. Meanwhile, it can benefit from the characteristics of 
the RGB-D sensor, e.g. invariant to lighting conditions, adjustable 
sensing distance for depth perception. The proposed control system is 
expected to achieve much more reliable and robust manipulation and 
to realize high level autonomous prosthetic control.

The Proposed Myoelectric Control

Myoelectric Control with Object Shape Classification

A schematic view of the proposed myoelectric control system 
is shown in Figure 1. The system consists of three major parts: 1) 
Target object classification; 2) real-time EMG signal processing; and 
3) motion control. Suppose a user is manipulating an object using a 
prosthetic hand, which is equipped with a RGB-D sensor. He/she may 
control the orientation of the hand while approaching to the object. 
In the meanwhile, the control system obtains RGB images and depth 
images simultaneously from the RGB-D sensor. The image streams 
are fed into a DCNN-based target object classifier, mapping image 
information of the objects to their shape features. For each shape, a 
grasp pattern is predefined with step-by-step control commands for 
motors.

On the other hand, sEMG signals are obtained from muscles of 
user’s arm. After full wave rectification and low pass filtering, linear 
envelopes are derived as amplitude levels of the sEMG channels and 
the amplitude levels can be interpreted as user’s intention [2,4]. For 
example, in our previous studies [15,16], two channels of sEMG 
signals are measured from a pair of muscles, one for an extensor and 
the other for a flexor. When amplitude level of the extensor is higher 
than that of the flexor, the control system can explain it as that the 
user intends to grasp the object. The user intention can be interpreted 
as relaxing the grip on the object when amplitude level of the flexor is 
higher. In addition, if the amplitude of either channel does not exceed 
a predefined threshold and it will be treated as no motion. Otherwise, 
the prosthetic hand will execute the control commands generated by 
the target classification module. It is worth noting that even the same 
object, the grasp strategy can be different according to the intention 
of the operator. For example, whether you want to use scissors or you 

Figure 1:  Schematic diagram of the proposed myoelectric control system based on target object classification.
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want to give scissors to someone. In this case, multiple grasp strategies
should be predefined. The selection of the grasp strategies can be 
realized by discriminating more patterns from sEMG signals.

Image information from an RGB-D sensor

RGB-D sensor data contains a true-color RGB image and its 
corresponding depth image. It is worth noting that information 
from the depth image has a superiority in applications like prosthetic 
control. The depth sensing works on the principle that the sensor 
builds a depth map through projecting a pattern of infrared light 
on objects, so that the depth information is invariant to lighting and 
color conditions. In addition, the depth mapping can be configured 
to discard sensor data outside of a certain distance range. This will 
help the object classification module to easily remove background and 
keep focus on the target object.

The true color RGB image is converted to a grayscale intensity image 
by eliminating the hue and saturation information while retaining the 
luminance. The grayscale image is stacked on the depth image and a 
new image format is created with two image channels. The motivation 
of format conversion is twofold. Firstly, the depth image may have 
equal volume of information as that of 2D grayscale image in the 
converted format. Then, a two-channel image is readily available for 
application of DCNN and the computational burden may be relatively 
smaller than a four-channel format. The two-channel image is input 
into a DCNN for shape feature classification.

DCNN-based shape feature classification

This part classifies target objects in terms of shape features using 
grayscale and depth information extracted from RGB-D image. 
Several levels of shape features may be used as classes in the final layer, 
such as, shape categories of 3D solids, some common characteristics of 
3D shapes, and 3D solid shapes with placement directions. This paper 
considers six categories of shapes, namely, triangular prism (TPR), 
triangular pyramid (TPY), quadrangular prism (QPR), rectangular 
pyramid (RPY), cylinder (CLD), and cone (CON).

The DCNN is developed based on the network architecture of 
AlexNet, which is famous because of its remarkable performance 
in ILSVRC 2012 [23]. In order to avoid overfitting in some extent, 
the local response normalization of AlexNet is replaced with batch 
normalization [24]. This DCNN consists of five convolutional layers
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followed by max-pooling layers, and three fully-connected layers with 
a final N-way softmax. The number of outputs, N, corresponds to the 
number of classes. Figure 2 illustrates an example of the DCNN-based 
classifier structure for six classes of shape names. It needs to be noted 
that the DCNN classifier is one-stream so that it is easier for training 
than previous studies, which use multi-stream structures to process 
RGB image and depth image separately [20,21].

Experiments

Three object shape classification experiments were carried out 
to evaluate the proposed target object classification module. The 
validation of whole myoelectric control system will be reported in our 
future studies.

Dataset

A small dataset is prepared with respect to the size of DCNN 
structure and the database contains RGB-D images of 3D solid objects 
from six categories. For each shape, RGB-D images were taken from 
different angles/directions and distances. The image dataset was 
created using a Kinect sensor device (Microsoft Corp.) as shown in 
Figure 3. The Kinect sensor is featured with an RGB camera and a 3D 
depth sensor. Resolution of RGB images is 1920 × 1080 with a frame 
rate limit as 30 fps. The viewing angle is 84.1 deg in the horizontal 
direction and 53.8 deg in the vertical direction. The measurement 
range of the depth sensor is [0.05, 8.0] m, while higher limit of the 
guaranteed depth range is 4.5 m. The resolution of the depth image is 
512 × 424 and the frame rate is 30 fps, the viewing angles are 70 deg 
and 60 deg in the horizontal and the vertical directions.

Six objects were prepared with similar dimensions and volumes 
for six shape categories, respectively. These solid objects were all in 
blue color and no meaningful texture information is included in 
the database. For image acquisition, the objects were hung from the 
ceiling and were turned during image data recording. Video sequence 
from the Kinect sensor was captured and RGB and depth images were 
taken from the video randomly in order to collect data from various 
directions. The sensor was mounted at different heights to acquire 
RGB-D data of the objects from different angles and distances. The 
RGB and depth images were recorded synchronously at 30 Hz. Figure 
3(b) shows an example of the acquired RGB and depth information. 
The RGB images were converted to grayscale images. Since there are 
differences in resolution and viewing angle between the grayscale 

Figure 2:  Deep convolutional neural network for classification of six shape features using two channel images.
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image and the depth image, simple alignment of the image resolutions 
and positions of the object were made to form an image pair. These 
image pairs were stored to construct the 3D object image database. 
Examples of (grayscale and depth) image pairs for six shape categories 
are shown in Figure 4.

Experimental setup

The DCNN was implemented on a Caffe deep learning framework 
[25]. The computation was accelerated with an NVIDIA TESLA K40 
GPU. With the 3D object image database, image pairs of objects 
can be grouped into classes according to the class definition. In the 
experiments, samples were randomly selected from each class in 
order to train the network structure, while different sample data were 
used for test. Initialization of the weight coefficient was achieved with 
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the Xavier uniform initializer and an all zero array was used as bias. 
Optimization based on stochastic gradient descent was used in 
order to minimize the cross-entropy loss. In the image classification 
experiments, the training sets were input into the DCNN classifier 
and the network updated its weights through training process.

Shape classification with images of constant direction

First, shape category classification experiment was conducted 
with image data taken from same angle. Here, images taken from the 
horizontal direction were picked out (50 pairs per shape; 300 pairs 
in total) to train the DCNN classifier and the number of classes, N 
was six. Another 90 image pairs (15/shape) were used for test the 
classification accuracy. Examples of depth images for each shape 
category can be found in Figure 5.

Figure 4:  Grayscale and depth image pairs of 3D objects.

Figure 3:  RGB-D image acquisition with a Kinect sensor.
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After 30 epochs of training on the training set, the loss value 
stopped increase and the overall training accuracy was achieved 
around 98.9%. The classification accuracies for six classes are shown 
in Table 1. It is clear from the depth image examples shown in Figure 
5 that classification of shape categories with images from constant 
direction is relatively easy for DCNN.

Shape classification with images of different directions

Image classification experiment was also carried out with data 
taken from different directions. Directions of the images are all 
random selected. For training data, 300 image pairs are used for 
each shape category (1,800 pairs in total) and the number of classes, 
N = 6. Another 90 image pairs (15/shape) were used for assess the 
classification accuracy. Examples of depth images with different 
directions are given in Figure 6. The overall classification accuracy 
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of this experiment was 92.2% and details of classification results are 
listed in Table 2.

Although more samples were used in this experiment, the 
classification accuracy dropped slightly because more directions were 
included in this problem. In addition, it should be noted that decrease 
in the overall classification accuracy is not significant, so is for the 
individual classification rates. For objects of rectangular pyramid, 
twelve among the 15 test samples were correctly classified and 
the rest three samples were classified as cone. This result meets the 
common sense that misclassification is easy to occur between objects 
with similar shapes. For some special directions, objects are difficult 
to be correctly recognized even by human beings. This experiment 
indicates the validation of the proposed object shape classification 
method and the authors would like to improve performance of the 
proposed method in the future works.

Object TPR TPY QPR RPY CLD CON

Accuracy 93.3 100 100 100 100 100

Table 1: Classification accuracies of six classes with image data taken from constant direction [%]. 

Figure 5: Examples of depth images for six shape categories that were taken from constant direction.

Figure 6: Examples of depth images for six shape categories that were taken from different directions.
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Classification for objects with smooth and angular edges

Finally, a two class image classification experiment was conducted 
to classify objects with smooth edges from those with angular 
edges. Figure 7 shows examples of training data for each class in 
this experiment. From the test database, objects with shapes of cone 
and cylinder, which have smooth edges (viewed from the sensor), 
were grouped together and all the other objects were grouped as 
another class labelled as angular edge. For each class, 600 samples 
were randomly selected for DCNN training and another 15 samples/
class were used for test. The confusion matrix between two classes is 
depicted in Table 3. The classifier missed only one sample for each 
class in the experiment. With these experimental results, it is proven 
that the proposed method can classify not only shape categories, as 
the results shown above, but also abstracted shape features. Besides 
the edge feature, many other feature information, such as, surface 
smoothness, edge numbers, etc., can be considered with the proposed 
method. This functionality is of great importance for prosthetic 
control since the shape features of target objects may largely affect a 
control strategy.

Visualization of the process results in all convolution and 
pooling layers also provides an insight on neuron responses and the 
classification ability of the proposed DCNN classifier. Figure 8 shows 
examples of visualization results of three convolution layers (the first, 
third and fifth) and the pooling layer just before the fully connected 
layers. In this figure, visualization results in the top row are for a cone 
object and those in the bottom row are for a triangular pyramid. 
Although the difference in intensities of each layer is not extremely 
large, it can be recognized between two objects and these differences 
represent that a well trained DCNN classifier processes objects from 
each class in two distinct manners. Remember that a DCNN has a 
deep-layer structure, the data processing and feature extraction 
functionality are distributed over the whole network architecture in 
DCNN.
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Conclusion

This paper proposed an object shape classification method using 
DCNN in the framework of a novel myoelectric prosthetic hand 
control system, which is based on image information of target 
objects. Spatial information obtained from RGB-D sensor is the 
key for the proposed shape feature classification method. A two-
channel image format and the one-stream DCNN architecture is 
one of the contributions developed in this paper. This combination 
facilitates the training process and the classification performance. 
The DCNN classifier can classify image data of objects in terms of 
either their shape categories or shape features that are shared among 

Table 2: Confusion matrix of the classification result using image data 
taken from different direction [%]. 

Figure 7: Examples of depth images for objects with smooth edges and angular edges.

Predicted Shape Feature

True Feature Smooth Angular

Smooth 93.3 6.7

Angular 6.7 93.3
Table 3: Confusion matrix of the two class classification for objects 
with smooth and angular edges [%].

Predicted Shape Category

True Category TPR TPY QPR RPY CLD CON

TPR 93.3 6.7

TPY 93.3 6.7

QPR 100

RPY 80.0 20.0

CLD 100

CON 13.3 86.7

Figure 8. Visualization of the process results in convolution and pooling layers for a cone object and a triangular pyramid.
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several categories. In the scenario of myoelectric control for object 
manipulation, both shape categories and shape features are important 
for control strategy decision. In addition, the authors had developed 
object recognition methods to classify object categories from 2D 
image data in our previous studies [15,16]. All these cues extracted 
from image information can be summed together to achieve more 
reliable and effective autonomous prosthetic control.

A 3D object image dataset has been created with an RGB-D (Kinect) 
sensor to verify the proposed method. Three image classification 
experiments have been conducted and the overall classification 
accuracies all exceed 90%. These experimental results indicate that 
spatial information has high potential in shape feature classification 
of target objects.

In the future research, we would like to apply the proposed shape 
classification method to real objects. In addition, we are going to take 
advantage of the time-series characteristic of the RGB-D images since 
the time-series images contain not only distance information but also 
the spatial information from different perspectives. Furthermore, 
direct usage of RGB image with depth image, in the four channel 
format, needs to be considered when fusing the object category 
classification with the proposed method.
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